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Pwhon Lab 2 3 25 50 I

9 PC352CS OOP using Java Lab 2 J 25 50 I
Total 18 0 8 tf,S 570 )a



B52OTMT MATHEMATICS-III PROBABILITY & STATISTICS)
Prerequisites L T P C

3 0 3
Evaluation cIE | 30 Marks SEE 70 Marks

Faculty of Engineering, O.U. BE CSE(AD w.E.F.2024-2025

UNIT _ I
Measures of Central tendency, Moments, Skewness and Kurtosis, Discrete random variables,
Independent random variables, The multinomial distribution, Poisson approximation to the binomial
distribution, Infinite sequences of Bernoulli trials, Sums of independent random variables, Expectation
of Discrete Random Variables, Variance of a sum.

UNIT - II
Continuous random variables and their properties, Distribution functions and densities, Normal,

ial and samma densities.

UNIT _ III
stributions, Binomial, Poisson and Normal-evaluation of statistical parameters for these, ions.

UNIT_V
Test of significance, Large sample test for single proportiorl Difference of proportions, Single mean,
difference of means, and difference of standard deviations. Small Sample test for single mean, Difference
of means and correlation coefficients, Test for ratio of variances, Chi-square test for goodness of fit and
independence of attributes.

ourse Objectives:
I fo Understand the stastical Techniques

2 Io study continuous Random variables and their Properties

J fo study the Stastical Parameters of three distributions

4 To study empirical laws and curve fitting

5 fo introduce tests ofsignificance

ourse Outcomes:
A.t the end of the course students will be able to

co-r Solve the Problems of Skewness and Kurtosis , Poisson Approximation and other stastical
fechniques

co-2 iolve Continuous Random Variables, exponential and gamma densities

co-3 iolve the Problems related to Probability distributions , Binomial, Poisson and Norma
listributions

co-4 fbtain empirical formulas of curve fitting , solve the problems of correlation regression and ranl,
:orrelation

co-s Solve the problems of test of significance such as large sample test for single proportion etc.

Curve fltting.by the method of least squares, Fitting of straight lines, Second degree parabolas and more
on and Rank correlation

L_
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I l.K.Jain&S.R.KIyengar,AdvancedEngineeringMathematicsffi
,.014.

2 Erwin Kreyszi, Advanced Engineering Mathematics, Jo@
J 3. S. Grewal, Hi gher Engineering Mathematics, Khanna @
4 l.C Gupta & Kapoor: Fundamentals of Mathematical statistics, Sultan chand& sons, New Delhi.
5 B.V . Raman4 Higher Engineering Mathematics,23Erep.int, 20lt
6 \1.P. Bali and M.Goyal, A text book of Engineering Mathematics, Laxmi Publications ,2010.
7 S. Ross, "A First Course in Probability,', pearson Education Indiu 2002



PC3O1CS DATA STRUCTURES
Prerequisites L T P C

J 0 3

Evaluation CIE | 30 Marks SEE 70 Marks

Faculty of Engineering, O.U. BE CSE(A' w.E.F. 2024-2025

UNIT - II
Stacks: Anay Rgpresentation, Linked Representation, Applications (Recursive Calls, Infix to Postfix,
Postfix Evaluation). Queues: Array Representation, Linked Representation. Skip Lists and Hashing:

Skip Lists Representation, Hash Table. Representation, Application- Text Compression.

UNIT _ III
Trees: Definitions and Properties, Representation of Binary Trees, Operations, Binary Tree Traversal.

Binary Search Trees: Definitions, Operations on Binary Search Trees. Balanced Search Trees: AVL
Trees, and B-Trees.

UNIT _ IV
Graphs: Definitions and Properties, Representation, Graph Search Methods (Depth First Search

and Breadth First Search)Application of Graphs: Shortest Path Algorithm (Dijkstra), Minimum
Spanning Tree (Prim's and Kruskal's) Algorithms

UNIT_V
Searching: Linear Search and Binary
Complexity Analysis: Selection Sort,

Sort.

Search Techniques and their complexity analysis. Sorting and

Bubble Sort, Insertion Sort, Quick Sort,Merge Sort, and Heap

:Jl*

Course Obiectives
I To introduce the time and space complexities of algorithms.

2 To discuss the linear and non-linear data structures and their applications

7 To introduce the creation, inseftion and deletion operations on binary search trees and balanced
binarv search trees.

4 To introduce various internal sorting techniques and their time complexities

Course Outcomes
On completion of this course, the student will be able to
cor Analyse the time and space complexities of algorithms.

ccl Implement linear, non-linear data structures and balanced binary trees

co3 Analyse and implement various kinds of searching and sorting techniques.

c04 Find a suitable data structure and algorithm to solve a real world problem

UNIT - I
Performance and Complexity Analysis: Space Complexity, Time Complexity, Asymptotic Notation
(Big-Oh), Complexity Analysis Examples. Linear List-Array Representation: Vector Representation
Multiple Lists Single Anay. Linear Listlinked Representation: Single Linked Lists, Circular Lists,
Doubly Linked Lists, Applications (Polynomial Arithmetic).Arrays and Matrices: Row And Column
Major Representations, Sparse Matrices.

Co\t--



Suggested Reading:
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Sartaj Sahni, Data Structure Edition, Universities press
(India) Pvt. Ltd., 2005.

Mark Allen Weiss,
lnternational,2003.

Data Structures and *obt"t

Michael T. Goodrich, Robert@ Mount, Data Structures ana algorittuni inC#, John Wiley & Sons,2010.
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PC3OlAI INTRODUCTION TO DATA SCIENCE
Prerequisites L T P C

J 0 J
Evaluation CIE | 30 Marks SEE 70 Marks

Course Obiectives
I To provide students with an understanding of the fundamental concepts of data science, its

interdisciplinary nature.

2 To introduce students to various
diagnostic analyics, and statistical
insishts from data.

data analysis techniques, including
methods, enabling them to interpret

descriptive analysis,
and draw meanineful

a
J To equip students with the practical skills of working with NumPy and pandas libraries for data

manipulation and analysis.

4 To equip students with the practical skills of working with NumPy and pandas libraries for data
manipulation and analysis.

5 To introduce students to suoervised and unsunervised machine learnins technioues.

Course Outcomes
On completion of this course, the student will be able to
co1 Explain the scope and significance of data science in various domains such as finance, healthcare,

and urban planning.

c02 Apply descript
and dispersion

ve statistics to analyze variables, frequency distribution, measures of centrality,
n data.

co3 Apply data cleaning techniques using pandas, handling missing values, outliers, and feature
encodins.

UNIT - I
Introduction: What Is Data Science? Where Do We See Data Science? Finance, Public Policy, Politics,
Healthcare, Urban Planning, Education, Libraries. How Does Data Science Relate to Other Fields: Data
Science and Statistics, Data Science and Computer Science, Data Science and Engineering, Data Science
and Business Analytics, Data Science, Social Science, and Computational Social Science. The
Relationship between Data Science and Information Science: Information vs. Data Users in Information
Science, Data Science in Information Schools (iSchools). Computational Thinking. Skills for Data
Science, Tools for Data Science, Issues of Ethics, Bias, and Privacy in Data Science, Hands-On Problems.
Data: Introduction, Data Types: Structured Data, Unstructured Data, Challenges with Unstructured Data.
Data Collections: Open Data, Social Media Data, Multimodal Dat4 Data Storage and Presentation. Data
Pre-processing: Data Cleaning, Data Integration, Data Transformation, Data Reduction, Data
Discretization.

UNIT _ II
Techniques: Introduction: Data Analysis and Data Analytics, Descriptive Analysis: Variables, Frequency
Distribution, Measures of Centrality, Dispersion of a Distribution.
Diagnostic Analytics: Correlations, Predictive Analy'tics, Prescriptive Analyics, Exploratory Analysis,
Mechanistic Analysis: Regression.
Statistics: Understanding attributes and their types, Types of attributes, Discrete and continuous
attributes, measuring central tendency: Mean, Mode, Median, measuring dispersion, Skewness and
kurtosis, understanding relationships using covariance and correlation coefficients: Pearson's correlation
coefficient, Spearman's rank correlation coeffrcient, collecting samples, Performing parametric tests.
Descriptive Statistics: Understanding statistics, distribution functions uniform distribution, normal
distribution, exponential distribution, binomial distribution. Cumulative distribution functiorl descripti

6-
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UNIT - III
NumPy and pandas

ulating array shapes, The
of NumPy arrays, Creating
Broadcasting arays,

understanding pandas Series, Reading and querying the euandl data,
Grouping and joining pandas DataFrame, working wittr miising values,

ith dates.
linear algebra: Fitting to polynomials with numpy, determinant. finding the rank of a matrix, matrix
inverse using numpy, solving linear equations using numpy, decomposing a matrix using svd,
eignevectors and eigen values using numpy, generating random numbers.

UNIT - ry
Data Cleaning: Exploring data, F
filtration. Handling missing values, dropping missing values, Filling in a missing value, Handling
outliers, Feature encoding techniques: one-hot encoding, Label encoding, ordinal encod"er.
Correlation: Introducing correlation, Types of analysis, understanding iinivariate analysis, understanding
bivariate analysis, Understanding multivariate analysis. Discussing multivariate analysis using the Titanil
dataset.
Hypothesis Testing and Regression: Hypothesis testing, Hypothesis testing principle, stats models
library, Average reading time, Types of hypothesis testing. f-t.rt.

UNIT-V
Supervised Learning - Regression Ana
multicollinearity, removing multicollinearity, Dummy variables, developing a linear resression moclel
Evaluating regression model performance, R-squared, M
regression, Regression models for classificatiorl Logistic
regression model, Types of logistic regression algoriihms,
regression, implementing logistic regression using scikitJearn
Unsupervised Learning clustering - PCA and Clustering: Unsupervised learning, Reducing the
dimensionality of data, PCA, Performing PCA. Finding the number of clusters, the eliow method, the
silhouette method, Partitioning data using k-means clustering, Hierarchical clustering DBSCAN
clustering Spectral Clustering: clustering, Evaluating clusteririg performance, Intemal performance
evaluation, The Davies-Bouldin index, The silhouette ioefficient,-External performance evaluation, The
Rand score, The Jaccard score, F-Measure or Fl-score, The Fowlkes-Mallows score.

s ed
I A Hands-on introduction to data science by chirag shah, by Cambridge university press.
) P1'thon Data Analysis: Perform data collection, data processing wrangling, visualization, and

rmando Fandango, Ivan Idris
3 nanqs-un Exploratory Data Analysts wtth Python: Suresh Kumar Mukhiya, Usman Ahmed

-7



PC303CS OOP usins JAVA
Prerequisites L T P C

0 0 3
Evaluation CIE 30 Marks SEE 70 Marks

Faculty of Engineering, O.U. BE CSE(AD w.E.F.2024-2025

UNIT - II
Exceptional Handling, Multithreaded Programming, VO Basics, Reading Console Input and Output,
Reading and Writing Files, Print Writer Class, String Handlin

UNIT _ III
Exploring Java. Lang, Collections Overview, Collection Interfaces, Collection Classes, Iterators, Random
Access Interface, Maps, Comparators, Arrays, Legacy Classes and Interfaces, String Tokenizer, Bit set,

Calendar. Observable Timer.

Course Obiectives
I To introduce fundamental object oriented concepts of Java programming Language-such as

classes, inheritance Dackages and interfaces.
2 To introduce concepts of exception handling and multithreading.

J To use various classes and interfaces in java collection framework and utility classes.

4 To understand the concepts of GUI programming using AWT and Swing controls.
5 To introduce JavaIlO streams and serialization.

Course Outcomes
On completion of this course, the student will be able to
cor Use object-oriented programming concepts to solve real world problems.

coz Demonstrate the behaviour of programs involving constructs like string arrays,
co3 Understand the impact of exception handling to avoid abnormal termination of program and

able to solve multi-threaded Drosrams with svnchronization.
co4 implement real world applications using iava collection frame work and I/O classes
co5 Write Event driven GUI programs using AWT/SwinG

UNIT _ I
Object Oriented System Development: understanding object oriented development, Understanding

ject oriented concepts, benefits ofobiect oriented develo
Java Programming Fundamentals: Introduction, overview of Java, data types, variables and alrays,

control statements, classes, methods. inheritance, packages and interface

UNIT - IV
GUI Programming & Event Handling: Event Handling Mechanisms, The Delegation Event Model,
Event Classes, Source of Events, Event Listener Interfaces, Handling mouse and keyboard events,
Adapter classes, Inner classes, Anonymous Inner classes, Introduction, AWT classes working with
Graphics, Understanding Layout Managers, Flow Layout, Border Layout, Grid Layout, Card Layout,

Java Swing: Basics of Swing, Difference between AWT & Swing, MVC Architecture, Components and
Container, Exploring Swing Controls-J Label and Image Icon, J Text Field.
The Swing Buttons-J Button, J Toggle Buttorl J Check Box, J Radio Button, J Tabbed Pane, J Scroll

J List. J Combo Box Swing Men

JavaUO Classes and Interfaces. Files. Stream and Character Streams, Seriali
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Suggested Reading:

I Herbert Schildt, "The Complete Reference

2 James M Slac( "Programming and
Learning,2002

aJ C.Thomas Wu, "An Introduction to Objec
5thEdition 2005



E53O6EC BASIC ELECTRONICS
Prerequisites L T P C

3 I 3
Evaluation CIE I 30 Marks SEE 70 Marks

Faculty of Engineering, O.U. BE CSE(AD w.E.F.2024-2025

UNIT _ II
Fourier Series: Signals and Vectors, Signal Comparison: correlation, Signal representation by
orthogonal signal set, Trigonometric Fourier Series, Exponential Fourier Series, LTI system

nse to periodic inputs.

Course Obiectives
I To explain signals and systems representations/classifications and also describe the time and

frequency domain analysis of continuous time signals with Fourier series, Fourier transforms and
Laplace transforms

) To understand Sampling theorem, with time and frequency domain analysis of discrete time
signals with DTFS, DTFT and Z-Transform

3 To present the concepts of convolution and correlation integrals and also understand the
properties inthe context of signals/systems and lay down the foundation for advanced courses.

4 To Understand Fourier Analysis of discrete-time signals, including the periodic signal
representation using the Discrete-Time Fourier Series.

5 . To Understald system realizalioninthe Z-Transform domain.

Course Outcomes
On completion of this course, the student will be able to
col Apply the knowledge of linear algebra topics like vector space, basis, dimension, inner product,

normand orthosonal basis to sisltals.

co2 Analyze the spectral characteristics of continuous-time periodic and a periodic signals using
Fourieranalysis.

c03 Understand the process of sampling and the effects of under sampling. Classifo systems
based ontheir orooerties and determine the resoonse of LSI svstem usins convolution.

c04 Analyze system properties based on impulse response and Fourier analysis.

c05 Apply the Laplace transform and Z- transform for analyze of continuous-time and discrete-
timesignals and systems

UNIT _ I
Some useful operations on signals: Time shifting, Time scaling, Time inversion. Signal models:
Impulse functioq Unit step function, Exponential functio4 Even and odd signals. Systems: Linear and
Non-linear systems, Constant parameter and time varying parameter systems, Static and dynamic
systems, Causal and Non-causal systems, Lumped Parameter and distributed parameter systems,
Continuous-time and discrete- time systems, Analog and digital systems

UNIT _ III
Continuous-Time Signal Analysis: Fourier Transform: Aperiodic signal representation by Fourier
integral, Fourier Transform of some useful functions, Properties of Fourier Transform, Signal
transmission through LTI Systems, ideal and practical filters, Signal energy. Lapla
Definition, some properties of Laplace transform, solution of di lerential equations
transform.

-t 
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UNIT _ IV
Discrete-tirne Signals and Systems: Introduction, some useful discrete-time sigrral models, Sampling
continuous-time sinusoids and aliasing, Useful signal operations, examples of discrete-time systems.
'Fourter Analysis of discrete-time signals, periodic signal representation of discrete-time Fourier Series,
aperiodic signal representation by Fourier intesral.

UNIT - V
Discrete-time Signal Analysis: Z-Transform, some properties of Z-Transform, Solution to Linear
difference equations using Ztransform, System realization. Relation between Laplace transform and
Ztransform. DTFT: Definition, Properties of DTFT, comparison of continuous-time signal analysis with
discrete-time signal analysis.

Suggested Reading:

I
B. P. Lathi, Linear Systems and signals, oxford University press, 2nd Edition, 2009

2
Alan v o P Penheim, A. S. wlisky, Signals and systems, 2nd Edition, prentice Hall

3
Rodger
Edition,

E. Ziemer. William
Pearsonl 998.

H Trenter, D. Ronald Fannin, Signals and Systems, 4th

4
Douglas K. Linder, Introduction to Signals and Systems, McGraw Hill, 1999

5
P. Ramakrishna Rao, Signals and Systems, TMH.

:



HSlO5CM MANAGERIAL ECONOMICS & ACCOUNTING
Prerequisites L T P C

3 0 3

Evaluation CIE 30 Marks SEE 70 Marks

Faculry of Engineering, O.U. BE CSE(AD w.E.F. 2024-2025

UNIT - I
Meaning and Nature of Managerial Economics: Managerial Economics and its usefulness to Engineers,
Fundamental Concepts of Managerial Economics-Scarcity, Marginalism, Equimarginalism, Opportunity
costs, Discounting, Time Perspective, Risk and Uncertainty, Profits, Case study method.

UNIT - II
Consumer Behavior: Law of Demand, Determinants, Types of Demar,rd; Elasticity of Demand (Price,
Income and Cross-Elasticity); Demand Forecasting, Law of Supply and Concept of Equilibrium. (Theory

uestions and small numerical problem can be

Course Obiectives
1 To leam important concepts of Managerial Economics and apply them to evaluate

business decisions

2 To understand various oarameters that determine the consumers' behavior.

3 To evaluate the factors that affect production.

4 To understand the concepts ofcapital budgeting and payback period.

5 To study the concepts ofvarious book-keeping methods.

Course Outcomes
On completion of this course. the student will be able to
col Demonstrate the ability to apply fundamental concepts of Managerial Economics to analyze and

assess business decisions. considerins economic principles and their implications
col Gain insights into the diverse factors influencing consumers' behavior and decision-making

processes. allowins the evaluation of market demand and consumer Dreferences.

c03 Assess the multiple determinants impacting production processes, including resource allocation,
technology, and costs, enabling effective production management decisions.

co4 Understand and apply concepts related to capital budgeting, including the computation and
analvsis of oayback oeriods. aidins in effective investment decision-makins.

co5 Acquire knowledge of various book-keeping methods, comprehending their significance and
application in financial record-keeping and analysis for informed business decisions

UNIT - III
Theory of Production and Markets: Production'Function, Law of Variable Proportion, ISO quants,
Economics of Scale, Cost of Production (Types and their measurement), Concept of Opportunity Cos!
Concept of Revenue, Cost-Output relationship, Break-Even Analysis, Price - Output determination under
Perfect Comoetition and and problems can be asked

UNIT - IV
Capital Management: Significance, determination and estimation of fixed and working capital
requirements, sources of capital, Introduction to capital budgeting, methods of payback and discounted
cash flow methods with problems. (Theory questions and numerical problems on estimating working

ital requirements and evaluation of caoital budseti unities can be asked

UNIT - V
Book-keeping: Principles and significance of double entry book keeping, Journal,
Ledger accounts, Trial Balance, concept and preparation of Final Accounts wi
Analysis and interpretation of Financial Statements throueh Ratros.

:t^.ry
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problems on preparation of final ac
calculation of some ratios)
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Suggested Reading:

I Ygtttu P.L., Managerial Economics 
-Analysis, 

Problems and Cases , Sulthan Chand & Sons
Educational Publishers, 20 1 I

2 Maheswari s.N., Introduction to Accountancy , vikas publishing House, 2005
3 Pandey I.M., Financial Management, Vikas publishing House, 2009
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PC351CS DATA STRUCTURES LAB

Prerequisites L T P c
0 0 ) 3

Evaluation CIE | 25 Marks SEE 50 Marks

Course lves
To develop skills to design and analyze simple linear and non linear data structures. It strengthen
the ability to the students to identiff and apply the suitable data structure for the given real world

blem. It enables them to sain know in practical aDDlications ofdata structures

Course Outcomes
On completion of this course, the student will be able to
co1 design and analyze the time and space efficiency of the data structure

c02 identity the appropriate data structure for given problem

co3 Have practical knowledge on the applications of data structures

List of Experiments
1) Implement the following operations on singly linked list:

i) Creation ii) Insertion iii) Deletion iv) Traversal
2. Implement the following operations on doubly linked list:

i) Creation ii) Insertion iii) Deletion iv) Traversal
3. Implement the following operations on circular linked list:

i) Creation ii) Insertion iii) Deletion iv) Traversal
4. Implementation of Stacks, Queues (using both arrays and linked lists).
5. Implementation of circular queue using arrays.

6. Implementation of double ended queue (de queue) using arrays.

7. Implement a program to evaluate a given postfix expression using stacks.

8. Implement a program to convert a given infix expression to postfix form using stacks.

9. Implementation of Polynomial arithmetic using linked list.
10. Implementation of recursive and non recursive functions to perform the following searching
operations for a key value in a given list ofintegers: i

i) Linear search ii) Binary search

11. Implementation of hashing with (a) Separate Chaining and (b) Open addressing methods.

12. Implementation of recursive and iterative traversals on binary tree.

13. Implementation of operations on binary tree (delete entire tree, copy entire tree, mirror
image,level order, search for a node etc.)
14. Implementation of the following operations on binary search tree (BST):

(a) Minimum key (b) Maximum key (c) Search for a given key (d) Delete a node with given key
15. Implement the following sorting algorithms:
a) Bubble sort b) Selection sort c) Insertion sort (d) Merge sort (e) Quick sort (f) Heap sort

tt4



PC351AI DATA SCIENCE WITH PYTHON LAB

Prerequisites L T P c
0 0 ) 3

Evaluation CIE | 25 Marks SEE 50 Marks

Faculty of Engineering, O.U. BE CSE(AD w.E.F. 2024-2025

Course tives
To provide students with a comprehensive und
fundamental concepts, control structures, functions, lata manipuluti-on, objJct-oriented

ine. GUI devel data analysis, and practical application ofvarious libraries.

Course Outcomes
On completion of this course, the student will be able to
COI Develop programs

operations.
to solve computational problems, manipulate @

cC2 Apply principles of object-oriented programming, including inheritance and polymorphism, to
design and implement classes and objects.

co3 Engageinmultivariateanalysis,exploratorydataanal
datasets.

List of E nts
1. Introduction to Python Programming:
a. Running instructions in Interactive interpreter and a python Script.
b. hogram to purposefully raise Indentation Error and ionect it
9. 

Program to compute distance between two points taking input from the user
d. Program add.py that takes 2 numbers as command line arguments and prints its sum.
e. Program to display the following information: Your name, Full Ad^dress, Mobile Number, College
Name, Course Subjects
f. Program for checking whether the given number is an even number or not.
2. Control Structures, Lists
a. Program to find the largest three integers using if-else
b. Program that receives a series of positive numbers and display the numbers in order and their sum
c. Program to display two random numbers that are to be added, the program should allow the student to
enter the answer.

o If the answer is correct, a message of congratulations should be displayed.o If the answer is incorrect, the correct answer should be displayed.
d. hogram using a for loop, that prints the decimal equivalents of |2-, y3,114,r/10.
e. Program using a while loop that asks the user for a number, and prints a countdown from that number
Io zero.
3. Functions and Recursion
Recursive and non-recursive functions for the followins
a. To find GCD of two integers
b. To find the factorial of positive integer
c. To print Fibonacci Sequence up to given number n
d. To display prime numbers from 2to 16
e. Functions that accept a string as an argument and return the number of vowels and consonants that the
string contains
4. Files, Exceptions, Lists, SetS, Random Numbers
a. Program to write a series of random numbers in a file from 1 to n and display.
b. Program to write the content in a file and display it with a line number foilowed by a colon NJt

--- T '-
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c. Program to display a list of all unique words in a text file
d. Program to analyse the two text files using set operations
e. Program to print each line ofa file in reverse order.
f. Program to count frequency of characters in a given file. Can you use character frequency to tell
whether the given file is a Python program file, C program file or a text file?
g. Program combine lists that combines these lists into a dictionary.
5. Object Oriented Programming
a. Program to implement the inheritance
b. Program to implement the polymorphism
6. GUI Programming
a. Program that converts temperature from Celsius to Fahrenheit
b. hogram that displays your details when a button is clicked
c. Write a GUI for an Expression Calculator using tk
7. S'thon data structures:
a. Program to create, apply different functions on lists, dictionaries, tuples and sets.

8. Program for creation and manipulation of Numpy arrays: Element wise Array operations, sorting,
copying subsetting sliciing, indexing, transposing, changing shape, adding/removing elements,
combining arrays, splitting anays, broadcasting arrays
9. Program to use Scipy.linalg / Numpy.linalg package: Fitting to polynomials, Eigenvectors ,

Eigenvalues, Decomposing a matrix using SVD, Generating random numbers
10. (a) Program to create pandas Data frames, gtouping and joining Data frames, Pandas series, Creating
Pivot tables
(b) Using vectorized string functions with Pandas data frames
11. Program to apply pandas data frame related operations on Toyota Corolla dataset (Kaggle) Reading
files Exploratory data analysis Data preparation and pre-processing
12. Program to apply multivariate analysis with Titanic data set.

13. Program to perform time series analysis with Open Power System data.
14. Program to predict price of pre-owned cars using Regression - Kaggle data set
15. Program to perform PCA on toy data set.

16. Program to Wine quality data analysis: loading, applying descriptive statistics, finding correlated
columns, analysing columns, adding new attributes, grouping columns, concatenating data frames,
univariate analvsis. multivariate analvsis.

/6
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PC352CS OOP using JAVA LAB

Prerequisites L T P C
0 0 ) J

Evaluation CIE | 25 Marks SEE 50 Marks

Course Ob.iectives
I Ability to learn the concept of classes, inheritance and abstract cl.asses

2 Learn to demonstrate multithreaded programs with synchronization
3 Demonstrate real world applications using java collection frame work and VO classes.

4 Model Event driven GUI programs using AWT/Swing

Course Outcomes
On completion of this course, the student will be able to
cor Able to understand the OOPS features
co2 Able to understand the usage ofabstract classes and interfaces.
co3 Able to write multi-threaded programs with synchronization.
c04 Able to implement real world applications using java collection frame work andl/O classes
co5 Able to write Event driven GUI programs using AWT/Swing

List of Ex
l.A program to illustrate the concept of class with constructors, methods and overloading.
2. A program to illustrate the concept of Inheritance and Dynamic polymorphism.
3. A program to show the concept ofpackages.
4. A program to illustrate the usage of interfaces and Abstract class.
5. A program to illustrate exception handling keywords.
6. A program to illustrate user define exception using stack.
7. Aprogramto illustrate user define exception for evaluating a post fix expression.
8. A program to illustrate to handle string in java using String and StringBuffer.
9. A program to illushate manipulatingaftay in java
10. A program to illustrate Multithreading.
I 1. A program to illustrate Thread synchronization.
12. Aprogram to illustrate inter thread communication.
3. A program using String tokenizer.
14. A program using Linked list class.
15. A program using Tree set class.
16. A program using Hash set and Iterator classes.
77. Aprogram using Map classes.
18. A program using Enumeration and Comparator interfaces.
19. A program to illustrate Buffered vo streams and Buffered reader.
20. Write a Java program to read text from file from a specify index or skipping byte using file Input
stream.
21. Write aJava program to determine number of byte retum to file using data output stream.
22. A pr o gr am to il lustrate ByteArrayl/O Streams.
23. Aprogram to illustrate the usage of Serialization.
24. An application involving GUI with different controls, menus and event handling.
25. Aprogramto implement a simple calculator using grid layout manager.
26. Aprogramto implement Recursive Fibonacci method using swing
27. Aprogram to display digital clock using swing
28. A program to read from a file and write to a file using Applet
29. Aprogam to display a calendar using JCombo box.
30. A prdgram to illustrate event listener interfaces. >\Y.*tt1$*s

__ 11IT
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IV - Semester
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SNo Code Course Title
Scheme of
Instruction Contact

Hrs/Wk

Scheme of
Examination

Credits

L T P Hrs CIE SEE

Iheory

I BS4OlMT Mathematics - IV J 0 J 30 70 3

., PC4OlAI Artificial
Intellisence

a
J 0 J

30 70
J

3
PC4O3IT Computer

Organization and
Microprocessors

3 0 3

30 70
3

4

PC4O3CS Principles of
Programming
Languages

3 0 3

30 70
a
J

5
PC501CS Software

Engineering
a
J 0 a

J
30 70 a

J

6
PE-I Professional

Elective - I
J 0 J

30 70
J

Practicals

7
PC451AI Artificial

Intellisence Lab
2 3 25 50 I

8

PC451IT Computer
Organization and
Microprocessors
Lab

2 3 25 50 I

9 PC453AI R workshop 2 a
J 25 50 I

Total 18 0 6 255 570 2l

Professional Elective -I

Course code Course Title

PE4lIAI Data Visualization

PE4I2AI Graph Theory

ES 305 EC/PE Sisnals and Svstems

PE,4I4AI Microcontrollers and embedded C

HS IO3ME/PE Operations Research

PE416AI Mobile Application Development
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BS4OlMT !4ATHEMArrCS -ry{Nu!4ElRrCAL METHODS)
Prerequisites L T P C

J 0 J
Evaluation CIE I 30 Marks SEE 70 Marks

rse Obiectives:
pply general methodology to solve linear fir
luations
o study the classification of second order partial d
:paration of variables methods
'o introduce a few numerical meth
nd system oflinear equations
o provide the necessary basic concepts of numerical differentiation, numerical integration
o solve the Initial Volume problems.

Course Outcomes :

)n completion of this course, the student will be able to :

lo-1 lind the solutions of first and second order pDE

:o-2 lind solutions ofthe heat equation, wave equation, and the Laplace equation subject to boundarl
:onditions.

3()-3 Solve nonlinear equations, system oflinear equations

:rnd Numerical Intesration:o-4
co-5 )erfbrm numerical differentiation

UNIT _ I
Definition of Partial Differential Equationl rst order partial differential equations, Solutions of first
order linear PDEs , Solution to homogenous and non-homogenous linear partial differential equations of
second order by complimentary function and icular integral method.

Second-order linear equations an
solution of the wave equation, Heat diffusion and vibration problems. Separation of variables method to

UNIT _ II

Solve simple problems in Cartesian coordinates. The one dimensional difiusion equation and its solution
by separation of variables.

UNIT _ III
Bisection method, Newton-Raphson method, Solution of linear system of equations- Gauss elimination
method, LU decomposition method, Gauss-Jacobi and Gauss-Seidel iteration methods.

UNIT - IV
Interpolation, Lagrange' s interpolation,
Backward difference interpolations.
integration-Trapezoi dal rule. Si mDson, s

NeWon's divided difference interpolation, Newton,s Forward and
Numerical differentiation, Interpolation approach, Numerical
1/3 rule.

Taylor's series method, Euler's met
method of 4th order

CIIAIRMANCIIAIRMAN
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R. K. Jain & S.R.K Iyengar, Advanced Engineering Mathematics, Narosa Publications, 4o

Edition 2014 ffextBook).
lrwin Kreyszi, Advanced Engineering Mathematics, John Wiley, 9- Edition, 2012.
3.S. Grewal, Higher Engineering Mathematics, Khanna Publications, 43'o Edition, 2014.
M.K.Jain,S.R.K.Iyengar and R.K.Jain, Numerical methods for scientific and engineering
:omputation .6th edition . New Ase International Limited..2012
LV . Ramana, Higher Engineering Mathematics,23'o reprint, 2015.

l i.S.Sastry, Introductory Methods of Numerical Analysis, 5th edition , PHI Private Limited
,.012.

FI.K. Dass, Er. Rajnish Varma, higher Engineering Mathematics, S.Chand Technical
3'o Edition.



PC40lAI ARTIFICAL INTELLIGENCE
Prerequisites L T P c

3 0 3
Evaluation CIE | 30 Marks SEE 70 Marks

Faculty of Engineering, O.U. BE CSE(AD w.E.F. 2024-2025

Board of Studies in CSE

Dept. of ComPuter Science & Engg'
-Coittgt 

of Engg., O.U.,HYderabad'

Course O
To become familiar with basic principles of
knowledge representation, and leaming.

To Investigate applications of AI techniques in intelligent agents, expert systems, artificial neural
networks and other machine learnins models.

Explore the current scope, potential, limitations, and implications of intelligent systems

Course Outcomes
On completion of this course, the student will be able to
UUI

techniques in intelligent agents, expert systems, artificial neural networks and other machine
leaming models.

societal implications.

co2

co3

UNIT - I
Introduction to Artificial Intelligence: Introduction, Brief History, Intelligent Systems, foundations of
AI, Sub-Areas of AI, Applications, Tic-Tac Game Playing Development of AI Languages, Current'lrends in AI.
Agents: Agents and Environments, Good Behavior: The concept of Rationality, performance measures,
The nature of Environments, The Structure of Agents, Simple agents, Rationai agents, problem solving
asents. intellisent agents.

UNIT _ II
Solving Problem by Searching: Problem-Solving Agents, Searching for Solutions, Uninformed search
strategies.

Informed Search and Exploration: Informed Search Strategies, Heuristic Functions. Local-Search
Algorithms and Optimization Problems.
Adversarial Search: Games, Optimal Decisions in Games, Alpha-Beta Pruning, Iterative Deepening.

UNIT _ III
Logic Concepts and Logic progra-miog

Logic,
Natural Deduction System, Axiomatic System, predicate Logic, Logic programming.
Knowledge Representation: Introductiorl Approaches to Knowledge Representation, Knowledge
Representation using Semantic Network, Knowledge R ion using Frames.

UNIT - IV

Expert System: Introduction, Phases in Building Expert Systems,
System versus Traditional Systems, Rule-Based Expert Systems.
Uncertainty Measures: Introduction, hobabilitv

Expert System Architecture, Expert

lief Networks.

at

--
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Fuggy Logic Systems: Introduction, Crisp Sets, Fuzry Sets, Fuzzy Terminology, Fuggy Logic Control,
Neuro Fuzzv Svstems.

UNIT-V
Connectionist Models: Introduction: Hopfield Networks, leaming in Neural Networks, Applications of
Neural Networks, Recurrent Networks, Distributed Representations, Connectionist AI and Symbolic AI.
Chatbots

Suggested Reading:

I "Artificial Intelligence" by Saroj Kaushik, Cengage Learning.

) "Artificial Intelligence" Third Edition by Elaine Rich, Kevin Knight, Shivashankar B Nair,
tatamcgrawhill.

3 "Artificial Intelligence-A Modern Approach" Second Edition by Stuart Russell, Peter Norvig.

at

I
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PC403IT COMPUTER ORGANIZATION AND MICROPROCESSORS
Prerequisites L T P C

3 0 3
Evaluation CIE j 30 Marks SEE 70 Marks

Course Ob
To understand the Instruction Set Architecture: Instruction format, types, various addressing
modes

To understand the basic components and design of the CPU: the ALU and control unit .
To understand the parallelism both in terrns of a si and multiole
To understand the 8085 and 8051 architectnre

To learn the interfacing with I/o organization,@

On completion ofthis cou the student will be able to
Able to understand the Instruction Set Archit

Able to understand the basic components and
multi threaded programs with synchronization
Able to understand the parallelism both in term
Able to understand the 8085 anad 8051 architectures
Able to apply interfacing with VO Organiz

UNIT _ I
Data Representation: Fixed and
Interconnections: Computer components, Interconnection structures. Businterconnection, Bus structure,
and D_ata transfer.Register.Transfer Mtcrooperations: Register Transfer Language, Register Transfer,Bus
and M..ory T.unsf".s, Arith-eti", Logic und Shift -i"rope.utions, Arithmeiicfoeic Slit Unit.

UNIT - II
Basic Computer Organization and Design
Timing and Control, Instruction Cycle, Memory reference instruction, Input-Output and Intemrpt.
Microprogrammed Control: Control memory, Address Sequencing, Microprogram example, Design of
Control Unit.

UNIT _ III
Central Processing Unit: General Register Organization, Stack Organization, Instruction formats,
Addressing modes, Data Transfer and Manipulation, and Program control. Floating point Arithmetic
operations. Pipeline Processing: Arithmetic, Instruction and RIS-G pipelines.
Memory organization: cache memory, Virtual memory, Memory Management
hardware

8085 Architecture: Introduction t
Internal operations, Instructions and timings. Programming the 8085 - Introduction to B0g5 instructions,
Addressing modes and Programming techniques with Additional instructions. Input-Output Organization:
Modes of Transfer, Priority Intemrpt, Direct Memory

UNIT - IV

Access (DMA), VO Processor. Basic Interfacing concepts with 8085, Programmable Intemrpt
controller(8259A). Direct Memory Access(DMA) - DMA controller (rntel g2i.57
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Introduction to Microcontrollers, 8051 - Architecture, Instruction set, Addressing modes and
Programming techniques. Comparison of various families of 8-bit micro controllers. System Design
Techniques - Interfacing of LCD, ADC, Sensors, Stepper motor, Keyboard and DAC using
microcontrollers. Communication Standards - Serial RS 232 and USB. Features of Multi-Core Processors
architectures and Graphics hocessing Unit.

Suggested Reading:

I Morris Mano M "Computer System Architecture",3 rdEdition" Pearson Education IndiU2OO7.

2 William Stallings "Computer Organization and Architecture", PHI, 7 th Edition, 2008.

3 Ramesh S. Gaonkar "Microprocessor Architecture, Programming, and Applications with t e
8085". 5lE. Prentice HaIt.2002.

4 Myke Predko "Programming and Customizing the 8051 Microcontroller",Tala McGraw Hill,
r99

cg
Board of St
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PC4O3CS PRINCIPLI DS OF PROGRAMMTNG T,ANCTIA(ltr'S
Prerequisites lLlrlplc

l3l0l-lr
Evaluation CIE | 30 Marks SEE 70 Marks

To introduce the major pro
ion of modern programming la

To introduce notations to describe
To analyze and explain behavior of
such as binding, scope, control structures, subprograms and paiameter passing mechanisms.
To introduce the concepts of ADT
develooment
To introduce the concepts of concurren

On completion of this cou the student will be able to
Understand the programming paradigm

Describe syrtax and semantics of programming languages

Understand the concepts of
development
Understand the concepts of function

UNIT - I
Preliminary Concepts: Reasons
Domains, Language Evaluation Criteri4 Influences on Language Design, Language Categories, Language
Design Trade-offs, Implementation Methods, programmlinglenvironmentsl Ei,olution of tt. ilrtu;i,
Programming Languages.
Describing Syntax and Semantics: General Problem of Describing Syntax, Formal Methods ofDescribing Syntax, Attribute Grammars, Describing the Meaning of prosrams.

UNIT _ II
Names, Binding, Type C
Checking Strong Typing, Type Compatibility, Scope, Scope and Lifetime, Referencing Environments,
Named Constants. -------o -^\aa\vL""v"vo'

es, Character S

s, Union Types
Statements:

Conversions, Relational and Boolean Expressions,
Mixed- Mode Assisxment

UNIT - III
Statement-Level Co
Branching, Guarded Commands.
Subprograms: Fundamentals and Design Issue Referencing Environments,

Parameter -Passing Methods, parameters That Overloaded Subprograms,
Generic Subprograms, Design Issues for Functions, L Operators.
Im-plementing Subprograms: The General Semantics of Calls and Retums, tmptementing ,,Simple,,
Subprograms, Implementing Subprograms with Stack_ Variables, Nested Subprograms,

Coplng. - a6E

QJ-
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Abstract Data Types:
Abstract Data Types,
Encapsulation.

The Concept of Abstraction, Introduction to Data Abstraction, Desigrr Issues for
Language Examples, Parameterized ADT, Encapsulation Constructs, Narning

UNIT _ IV
Object Oriented Programming: Design Issues, Object Oriented Programming in Smalltalk, C**, Java,
C#, Ada 95, Ruby, The Object Model of JavaScript, Implementation of Object Oriented Constructs.
Concurrency: Subprogram level Concurrency, Semaphores, Monitors, Massage Passing, Ada Support
for Concurrency, Java Threads, C# Threads, Statement-Level Concurrency. Exception Handling and
Event Handling: Introduction to Exception Handling, Exception Handling in Ad4 C** and Java,
Introduction to Event Handline. Event Handline with Java.

Suggested Reading:

< a b

UNIT - V
Functional Programming Languages: Introduction, Mathematical Functions, Fundamentals of FPL,
LISP, Introduction to Scheme, COMMON LISP,ML, Haskell, Application of Functional Programming
Languages and A Comparison of Functional and Imperative Languages, Functional interfaces (Java 8.0)
Logic Programming Languages: Introduction to Predicate Calculus, Predicate Calculus and Proving
Theorems, An Overview of Logic Programming. The Origins, Basic Elements and Deficiencies of Prolog,
Applications of Logic Programming.
Scripting Languages: Common Characteristics, Data Types , Object Orientation Names and Scopes,
String and Pattem Manipulation Problem Domains. Scripting the World Wide Web

"Concepts of Programming Languages" Robert .W. Sebesta l2th Edition, Pearson Education,
20r9

2 "Programming Language Pragmatics " Michal Scott 4th Edition Morgan Kaufmann Publishers,
2015

J Java Precisely Pete r Sestoft 3 rd Edition, MIT press 2016

4 Programming Languages: Principles & Practices Kenneth A. Lambert and Kenneth C. Louden,
3 rd Edition, Cencage Leaming2}l2.

5 Programming languages -Watt, Wiley Dreamtech, Ist, 2004.



Faculty of Engineering, O.U. BE CSE(AD w.E.F. 2024-202s

PC5OlCS SOFTWARE ENGINEERING
Prerequisites L T P c

3 0 3
Evaluation CIE | 30 Marks SEE 70 Marks

To introduce the basic concepts of soft*ure
shipping and maintaining that product
To impart knowledge on various phases , methodologies and practices of software development
To understand the importance of testing in software development and study various testing
strategies and software quality metrics.

Course Outcomes
On completion of this the student will be able to

Acquireworkingknowledgeofalternativeapproachesandtechn@

Acquire skills necessary for independently developing a complete software project
Understand the practical challenges associated with the development of a significant software

UNIT - I: Introduction to Software Engineering:
A generic view of Process: Software Engineerin
Process Assessment.

Process Models: Prescriptive Models, Waterfall Model, Incremental process Models, Evolutionary
Process Models, Specialized Process Models, The Unified Models, personal and Team process
Models, Process Technology, Product and process.

An Agile view of Process: Introduction to Agility and Agile Process, Agile process Models.

UNIT - II
Software Engineering Principles: Sl lrinc@
Modeling Principles, Construction principles, Deployment.System
Systems' The System Engineering Hierarchy, Business process

System Modeling.

Buildine the Analysis M iating Requirements, Validati uirements.

Principles, Planning Principles,
Engineering: Computer-based

Engineering, Product Engineering,

Requirements Engineering: A Bridge to Design and Construction, Requirements Engineering
JTfL lnitiating Requiremenls Engineering Process, Eliciting Requirements, beveloping Uie-Casei

UNIT _ III
Building the Analysis Model: ReOui.em
Concepts, Object-oriented Analysis, Scenario-based Modeling, Flow-oriented Modeling, Class based
Modeling Creating a Behavioral Model.
Design Engineering: Design within the context of SE, Design hocess and Design euality, Design
Concepts, The Design Model, pattern-based Software Design..

ET



UNIT _ IV
Creating an Architectural Design: Software Architecture, DaIa Design, Architectural Styles and
Pattems, Architectural Design, Assessing Alternative Architectural Designs, Mapping Data Flow
into a Software Architecture.

Modeling Component-Level Design: Definition of Component, Designing Class-based

Components, Conducting Component-level Desigr, Object Constraint Language, Designing
Conventional Components.

Performing User Interface Design: The Golden Rules, User Interface Analysis and Design,
Interface Analysis, Interface Design Steps, Design Evaluation.

Faculty of Engineering, O.U. BE CSE(AD w.E.F. 2024-2025

,z\l\z
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UNIT - V
Software Quality Assurance: Basic Elements, Tasks, Goals and Metrics, Formal Approaches,
Statistical Software Quality Assurance, Software Reliability, ISO 9000 Quality Standards, SQA
PIan.

Testing Strategies: A Strategic Approach to Software Testing, Strategic Issues, Test Strategies for O-O
Software, Validation Testing, System Testing, The Art of Debugging.
Testing Tactics: Software Testing Fundamentals, Black-box and White-box Testing, Basis Path
Testing, Control Structure Testing, O-O Testing Methods, Testing Methods applicable on the Class Level,
Inter Class Test Case Design, Testing for Specialized Environments, Architectures and

Applications, Testing Pattems.

Product Metrics: Software Quality, A Framework for Product Metrics, Metrics for the Analysis Model,
Metrics for the Design Model, Metrics for Source Code, Metrics for Testing Metrics for Maintenance.

Suggested Reading:

1 Roger S.Pressman, Software Enigneering: A Practitioner"s Approach, Tth Edition, McGraw Hill,
2009.

) Ali Behforooz and Frederick J.Hudson, Software Engineering Fundamentals, Oxford University
Press, 1996.

3 Pankaj Jalote , An Integrated Approach to Software Engineering, 3rd Edition, Narosa Publishing
House, 2008.
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PE411AI DATA VISUALIZATION

70 Marks

Gain a deep understanding of
the importance of conviction.
Acquire the skills needed

literacy and anall.tical canahilities
Learn various visualizati

ls like bar plots, heatmaps,histograms

Course Outcomes
On completion ofthis cou the student will be able to

Apply the principles of trustworthy, a"ce,
scenarios

Skillfully navigate data acquisitiott
pattems and insishts
Demonstrate proficiency in crea
gbu.tr, scatterplots, time series plots

ll"l:.T,1"_,"1ilitl ro.translate co-
annotation, color selection.
Develop interactive visualizations,
interactivity features.

UNIT_I
Defi ning Data Visual ization:

-t'ormulating Your Brief: What is a Briefl Establishing Your Project's Context, Establishing your
Proiect's Vision.

The Components of Unde-rstanding The Importance of Conviction, Principle 1: Good Data visuali zation
is Trustworthy, Principle 2: Good Data Visualizationis Accessible, principle 3: Good Data Visuali zation
is Elegant, Distinctions and Glossary.
visualization workllow: The Importance of process, The process in practice-

UNIT _ II
Working with data: Data Lit
Exploration.
Establishing Your Editorial Thinking: What is Editorial Thinking? The Influence of Editorial
I nlnKlns.

3::::1y "f Visualizations: Amounts, Distributions, Proportions, x-y relationships, Geospatial Data,
uncenalnty.

-V-isualizing 
Amounts: Bar Plots, Grouped and Stacked Bars, Dot plots and Heatmaps.

Visualizing Distributions: Histograms and Density ilots: Visualizing a Single Distribution,
Visualizing Multiple Distributions af the Same Time.
,Visualizing Distributions: Empirical Cumulative Distribution Functions and e-e plots: Empirical
'Cumulative Distribution Function, Highly Skewed ristributions, euantile-euantile p]ois.
Visualizing Many Distributions at Once: Visualizing Distribuiions Alongihe Vertical Axis,
Visualizing Distributions Along the Horizontal Axis.

CHAIRMAN
go.rJofstudies in csE

PeptlotComPuter 
Science & Engg'

Aii;;; of n'igg', o'u "HYderabad'
xf __



UNIT _ III
Visualizing Proportions: A Case for Pie Charts, A Case for Side-by-Side Bars, A Case for Stacked Bars
and Stacked Densities, Visualizing Proportions Separately as Parts of the Total.
Visualizing Nested Proportions:Nested Proportions Gone Wrong, Mosaic Plots and Treemaps, Nested
Pies. Parallel Sets.

Visualizing Associations Among Two or More Quantitative Variables: Scatterplots, Correlograms,
Dimension Reduction, Paired Data.
Visualizing Time Series and Other Functions of an Independent Variable: Individual Time Series,
Multiple Time Series and Dose-Response Curves, Time Series of Two or More Response Variables.
Visualizing Trends: Smoothing, Showing Trends with a Defined Functional Form, Detrending and
Time-Series Decompositi on.
Visualizing Geospatial Data: Projections, Layers, Choropleth Mapping, Cartograms.
Visualizing Uncertainty: Framing Probabilities as Frequencies, Visualizing the Uncertainty of Point
Estimates, Visualizing the Uncertainty of Curve Fits, Hypothetical Outcome Plots.

Faculty of Engineering, O.U.

Suggested Reading:

BE CSE(AD w.E.F. 2024-2025

UNIT - IV
Interactivify: Features of Interactivity: Data Adjustments, Features of Interactivity: Presentation
Adjustments, Influencing Factors and Considerations.
Annotation: Features of Annotation: Project Annotation, Features of Annotation: Chart Annotation,
Typography, Infl uencing Factors and Considerations.
Colour: Overview of Colour Theory, Features of Colour: Data Legibility, Features of Colour: Editorial
Salience, Features of Colour: Functional Harmony, Influencing Factors and Considerations.
Composition: Features of Composition: Project Composition, Features of Composition: Chart
Composition, Influencing Factors and Considerations.

UNIT-V
Data Visualization: Visualization using Matplotlib: Accessories for charts Scatter plot, Line plot, Pie
plot, Bar plot, Histogram plot, Bubble plot 146, pandas plotting, Advanced visualization using the
Seaborn package: lm plots, Bar plots, Distribution plots, Box plots, KDE plots, Violin plots, Count
plots, Joint plots, Heatmaps, Pair plots,
Interactive visualization with Bokeh: Plotting a simple gaph, Glyphs, Layouts, Nested layout using
row and column layouts, Multiple plots, Interactions, Hide click policy, Mute click policy, Annotations,
Hover tool. Widsets. Tab Slider

1 "Data visualization A hand book for data driven design " by Andy krick Sage publication limited

) "Fundamentals of data visualization A primer on making informative and compelling figures " by
claus o. wilkePublished by O'Reilly Media. Inc.

3 Python Data Analysis: Perform data collection, data processing, wrangling, visualization, and
model building using Python, 3rd Edition. by AvinashNavlani , Armando Fandango , Ivan Idris



PE4I2AI GRAPH THEORY
Prerequisites L T P C

3 0 3
Evaluation CIE I 30 Marks SEE 70 Marks

Faculty of Engineering, O.U. BE CSE(Ar) w.E.F. 2024-2025

UNIT - I
Preliminaries: Graphs, isomorphism, subgraphs, matrix representations, degree, operations on graphs,
degree sequences Connected graphs and shortest paths: Walks, trails, paths, connected graphs,
distance, cutvertices, cut-edges, blocks, connectivity, weighted graphs, shortest path algorithms
Trees:Characterizations, number of trees, minimum spanning trees.

Course Obiectives+
I To familiarize a variety of different problems in Graph Theory

To learn various techniques to prove theorems)

3 To understand and analyse various graph algorithnn

Course Outcomes
On completion of this course, the student will be able to
\-\-,'r I wrrr'tr prcarse ano accurate matnematrcal dellrutlons of objectS in graph theory

c02 Validate and critically assess a mathematical proof
rDevelop algorithms based on diverse applications of Graphs in different dornainsc03

UNIT - II
Special classes of graphs: Bipartite graph
Fleury"s algorithm, chinese-postman-problem.

UNIT _ III
Hamilton graphs: Necessary conditions and su
Basic equations, matchings in bipartite graphs, perfect matchings, greedy and approximation algorithms.

UNIT _ IV
Vertex colorings: Chromatic number and clique
Brook"s theorem

cof orin gs: Gupta-Y izingtheorem, Class- I graphs and class-2

UNIT _ V
Planar graphs: Basic concepts,
planarity testing 5-color-theorem.
Directed graphs: Out-degree, in-degree, connectivity, orientation, Eulerian directed graphs, Hamilton
directed graphs, toumaments

Suggested Reading:

I F.Harry, Graph theory, Narosa publications, 199&

2 C.B erge : Graphs and Hypergraphs, North Hal I and/El sevi erJ 97 3

3 J A Bondy and U.S. R Murthy, Graph Theo
4 Douglas B West, Introduction to Graph fheo@

-- 3l



E53OsEC/PE SIGNALS AND SYSTEMS
Prerequisites L T P C

3 0 3
Evaluation CIE | 30 Marks SEE 70 Marks

Faculty of Engineering, O.U. BE CSE(AD w.E.F.2024-2025

UNIT _ II

Fourier Series: Signals and Vectors, Signal Comparison: correlation, Signal representation by
orthogonal signal set, Trigonometric Fourier Series, Exponential Fourier Series, LTI system response
to oeriodic

UNIT - III
Continuous-Time Signal Analysis: Fourier Transform: Aperiodic signal representation by Fourier
integral, Fourier Transform of some useful functions, Properties of Fourier Transform, Signal
transmission through LTI Systems, ideal and practical filters, Signal energy. Laplace transform:
Definition, some properties of Laplace transform, solution of differential equations using laplace
transform.

Course Obiectives
I To explain signals and systems representations/classifications and also describe the time and

frequency domain analysis of continuous time signals with Fourier series, Fourier transforms and

Laplace transforms

2 To understand Sampling theorem, with time and frequency domain analysis of discrete time
signals with DTFS, DTFT and Z-Transform

3
To present the concepts ofconvolution and correlation integrals and also understand the
properties inthe context ofsienals/svstems and lav down the foundation for advanced courses

4 To Understand Fourier Analysis of discrete-time signals, including the periodic signal
representation using the Discrete-Time Fourier Series.

5 To Understand system realization inthe Z-Transform domain.

Course Outcomes
On completion of this course. the student will be able to
co1 Apply the knowledge of linear algebra topics like vector space, basis, dimension, inner product,

normand orthogonal basis to signals.

c02 Analyze the spectral characteristics of continuous-time periodic and a periodic signals using
Fourieranalysis.

co3 Understand the process of sampling and the effects of under sampling. Classiff systems
based ontheir properties and determine the response of LSI system using convolution.

co4 Analyze system properties based on impulse response and Fourier analysis.

co5 Apply the Laplace transform and Z- transform for analyze of continuous-time and discrete-
timesignals and systems

UNIT - I
Some useful operations on signals: Time shifting, Time scaling, Time inversion. Signal models: Impulse
function, Unit step function, Exponential function, Even and odd signals. Systems: Linear and Non-linear
systems, Constant parameter and time varying parameter systems, Static and dynamic systems, Causal
and Non-causal systems, Lumped Parameter and distributed parameter systems, Continuous-time and
discrete- time systems, Analog and digital s
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Discrete-time Signals and Syste
nnntinrrn". +:*^ ^:-,,^^:l^ ^,- r , r:continuous-time sinusoids and aliasing, Useful signal operations, examples of discrete-time systems.Fourier Analysis of discrete{ime ignals, periodiciignal^representation of discrete{ime Fourier Series,
aperiodic signal representation by Fourier intesral.

Discrete-time Signal Analysis : Z-Transform, some properties of Z-Transform, Solution to Linear
difference equations using Ztransform, System realization. Relation between Laplace transform andZtransform' DTFT: Definition, Properties of DTFT, comparison of continuour-ii.. signal analysis
with discrete-time signal analvsis.

Suggested Reading:

I

Rodger E. ziemer, william H Trenter, D. Ronald Fannin, Signals and Systems, 4th
Edition, Pearsonl998.

P. Ramakrishna Rao, Signals and Systems, TMH.

)

3

4

5

CHAIRMAN
Board of Studies in CSE

!.ql.of Computer Science & Engg.
College of Engg., O.U.,Hyderabid.
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PE414AI MICROCONTROLLERS AND EMBEDDED C
Prerequisites L T P C

3 0 3
Evaluation CID | 30 Marks SEE 70 Marks

Faculty of Engineering, O.U. BE CSE(AD w.E.F. 2024-2025

UNIT - IV
LPC2148 ARM CPU and embedded C Programming for ARM: Salient features, applications, block
diagram, memory mapping. Functional features of Interrupt controller, RTC, USB, UART, I2C, SPI, SSP

controllers, watch dog timers and other system control units. C programs for General purpose I/O, general
timer, PWM Modulator, UART, I2C Interface, SPI Interface, ADC, DAC

Course Obiectives
I To learn the architecture and programming of typical microcontroller.

2 To introduce the basic concepts of small and medium scale embedded system design
using microcontroller

3 Collect knowledge of architecture of ARM Tprocessor

4 Understand the peripherals of LPC2148 microcontroller

5 Leam to design, construct, program, verify, analyze and troubleshoot 805 I and
LPC2l48b ARM controller C language programs and supportinq hardware.

Course Outcomes
On completion of this course. the student will be able to
col Describe the imoortance and function of each pin of AVR ATmesa32 Microcontroller
co2 Develop embedded C language programs for AVR Microcontroller
co3 Able to explain the architecture and programming model of ARM TTDMI
co4 Ability to undertake problem identification, formulation and selection of an appropriate

Microcontroller
co5 Ability to design and build functional prototype for real world applications

UNIT _ I
The Microcontroller AVR: Role of microcontrollers in embedded Systems. Overview of the AVR family,
Architecture and instruction set of S-bit AVR Microcontroller: AVR Microcontroller architecture:
Registers, AVR status register, Memory Space, ATmega32 pin-configuration &amp; fi.rnction of each pin,
Addressing mode bnd instruction set of AVR microcontroller, Data transfer, Arithmetic, Logic and

Rotate and Shift, Branch and Call instructions, Bit manipulation instructions.

UNIT _ II
Embedded C Programming for AVR: AVR data types and assembler directives, AVR assembly language
programs, AVR yO Port Programming, Time delay loop, Simple C programs for general purpose VO and

bit addressability, Timers, Interrupts, serial port, Serial port Interfacing protocols, SPI, I2C, UART. C
ins for periLa

UNIT _ III
ARM Architecture: Difference between RISC and CISC, RISC Design philosophy, ARM Design
Philosophy, History of ARM microprocessor, ARM processor family. The Acom RISC Machine, ARM
Core data flow model, Architectural inheritance, The ARMTTDMI programmer's model: General
purpose registers, CPSR, SPSR, ARM memory map, data format, load and store architecture, ARM
S Interruots and

UNIT -V
LPC 2t48-Peripherals: Pin Connect Block- Features, Register description with example. GPIO-Features,
Applications, Pin description, Register iption with Pll-Features, block diagram, bit
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structure of PLLCON, PLLCFG,

nt":1":1:,3:f|j:T'll9.,t,lt t_:11.ts, examplesfor PLL configuration rimers-Features, applications,wr, oyPrrv4tl(Jllb,Architecture of timer module, register descripti,on, Simple C programs for application using _GPIO, pLL,
Timer.

Suggested Reading:

Dhananjay Gadre, "programmin
lst Edition. 2001.

software , Elsevier Publications, 201 6.



HSlO3ME/PE OPERATIONS RESEARCH
Prerequisites L T P C

3 0 3
Evaluation CIE | 30 Marks SEE 70 Marks
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Course O
I I To give an overview of different Optimization Techniques useful for problem solving and

decision makins.

UNIT _ I
Introduction
Introduction to OR- Origin, Nature, definitions, Managerial applications and limitations of OR.
Linear Programming: Mathematical model, Formulation of LPP, assumptions underlying LPP, Solution

the Graph. Exceptional cases.

UNIT _ II
Allocation Model - I
LPP - Simplex Method- Solution to LPP problems Maximisation and Minimisation cases Optimality
conditions. Degeneracy.
Dual - Formulation, Relationship between Primal - Dual, Solution of dual, Economic interpretation of
dual.

UNIT - III
Allocation Model - II
Transportation Problem (TP) - Mathematical model, IBFS using northwest corner rule, Row and Column
Minimum methods, Matrix minimum method(LCM) and Vogel's approximation method, Unbalanced TP,
Deseneracv. Oolimalitv Test and Manaserial aoolications

UNIT _ IV
Allocation Model - III
Assignment Problem (AP): Mathematical model, Unbalanced AP, Restricted AP, method of obtaining
solution- Hunsarian method.
Travellins salesman oroblem

UNIT _V
Competitive Strategy Models
Game Theory- concepts, saddle point, Dominance, Zero-sum game, two, three and more Persons games,

analltical method of solving two person zero sum games, graphical solutions for (m x 2) and (2 x n)

Course Outcomes
On completion of this course. the student will be able to
col The objective of the course is to give an overview of different Optimization Techniques useful

for problem solving and decision making.

c02 Solve decision making situation problem using the concept of linear programming techniques.

c03 Solve transport related problems of Industry.

co4 Solve the problems related to assigrrment of jobs or projects to the employees in IT and
Management related, which minimizes the total assigrment cost.

-36-
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PD416AI MOBILE APPLICATION DEVELOPMEANT
Prerequisites L T P c

3 0 3
Evaluation CIE | 30 Marks SEE 70 Marks

Course Obiectives
I To impart knowledge on Android OS design and Features.
) To know the android application components, user interface.

3 To analyse persistent storages.

Course Outcomes
On completion of this course, the student will be able.to
col Understand the basics of Android devices and Platform.

co2 Acquire knowledge on basic building blocks of Android programming required for App
development.

co3 Understand persistence Data storage mechanism in Android

co4 Understand advanced application conceDts like Animations and Goosle Maos services etc.

UNIT - I
uction: Introduction to mobile application development, Android platform: Android platform

features and architecture, versions, comparison added features in each version,ART (Android Runtime),
(Android Debug Bridge).

ent environment/IDE: Android studio and its working environment, gradle build system,
ulator setup.

plication anatomy: Application framework basics: resources, layout, values, asset XML representation
R.Javafile, Android manifest file.creatins a simple application

UNIT - II
ANDROID UI DESIGN
GUI for Android: Introduction to activities, activities life-cycle, Intent: intent object, intent filters,
ding categories, linking activities, Views and View Groups: Basic views, picker views, adapter views,

u, App Bar etc, basics of screen design; different layouts. App widgets.
Lollipop Material design: new themes, new widgets, Card layouts. RecyclerView
ragments: Introduction to activities, activities life-cycle.

UNIT _ III
DATA PERSISTENCE
Different Data persistence schemes: Shared preferences, File Handling, Managing data using Files -
Using application specific folders and files, creating files, readingdata from files, listing contents of a

directory Shared Preferences - Creating shared preferences, saving and retrieving data using Shared
Preference.

Content providers: User content provider, Android in build content providers

UNIT - IV
BACKGROUND RUNNING PROCESS, NETWORKING AND TELEPHONY SERVICES
Services: introduction to services - local service. remote service and bindins the service. the
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communication between service and activity. Intent Service.
Multithreading: Handlers, AsyncTask
Broadcast receivers: LocalBroadcastManager, Dynamic broadcast receiver, System Broadcast. pending
Intent, Notifications
Telephony Manager: Sending SMS and making calls.

UNIT-V
ADVANCED APPLICATIONS
Location based services: Displaying Maps, Obtaining the Maps API Key , Displaying the ZoomControl,
Changing Views, Navigating to a specificlocation Getting the Location that was Touched Geocodins and
Reverse Geocoding Getting location data and Monitoring a Location.
Mobile Application Development for iOS
Introduction, iOS Navigation and Interface Design, Persistent Data in iOS. Tables in
iOS :Navigation and Information Display.

Suggested Reading:

1 Dawn Griffiths,
9781449362188

David Griffiths, "Head First: Android O

) J.F.DiMarzio's, "Android 4 Application Development,,.
3 Professional Android 4 Application Development, Reto Meier, wiley India, (wrox),2012.
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PC451AI ARTIFICAL INTELLIEGENCE LAB

Prerequisites L T P C
0 0 ) J

Evaluation CIE I 25 Marks SEE 50 Marks

Faculty of Engineering, O.U. BE CSE(A' w.E.F. 2024-2025

Course Obiectives
I Develop the ability to design and implement solutions for both informed and uninformed search

problems in Artificial Intellisence (AI)
) Acquire proficiency in usins Prolos to exDress and reason about knowledse in first-order losic
3 Utilize the Natural Language Toolkit (NLTK) and advanced techniques to implement Natural

Language Processing (NLP) solutions
4 Select and apply relevant futhon libraries to synthesize information and construct supervised

learnins models
5 Develop a comprehensive case study in a multidisciplinary domain, showcasing the integration of

AI techniques to solve complex problems.

Course Outcomes
On completion of this course, the student will be able to
co1 Design and develop solutions for informed and uninformed search problems in Al
co2 Demonstrate reasoning in first order logic using Prolog.

co3 Utilize advanced package like NLTK for implementing natural language processing

co4 Demonstrate and enrich knowledge to select and apply python libraries to synthesize information
and develop supervised learning models

co5 Develop a case study in multidisciplinary areas to demonstrate use of AI

List of Prosrams
1. Write a program to implement Uninformed search techniques:

a. BFS
b. DFS
2. Write a program to implement Informed search techniques
a. Greedy Best first search
b. A algorithm
3. Study ofProlog its facts, and rules.
a. Write simple facts for the statements and querying it.
b. Write a program for Family-tree.

4. Write a program to train and validate the following classifiers for given data (scikitJearn):
a. Decision Tree
b. MultiJayer Feed Forward neural network
5. Text processing using NLTK
a. Remove stop words
b. implement stemming
c. POS (Parts of Speech) tagging
6. In addition to the above programs, students should be encouraged to study implementations of one of the
following
Game bot (Tic Tac toe,7 puzzle)
Expert system (Simple Medical Diagnosis)
Text classification
Chat bot

D
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COMPUTER ORGANIZATION ANDM
Prerequisites

Evaluation

Course Obiectives

111,1.",:"p"nise 
in logic design, coverin

multiplexers, decoders, encoders, counters, and shift_resisters
Develop skills to design vario
gqqr-look ahead adder, and counters
Gain proficiency in designing c

Acquire hands-on experience i
addressing modes, and intertacing with devices

Acquire hands-on experience in programminffing g0g5 Microprocessor, covering instruction
and interfacing with devices

Course Outcomes
On completion ofthis the student will be able to

Acquire hands-on experience in p
-^L -)l 'addressing modes, and interfacing with devices
Showcase the ability to design
ensuring accurate and reliable circuit performance.
Exhibit proficiency in creating intricate cornpone.rts
expanding capabilities in dieital circuitrv desisn.

like ALU and 4-bit processors using Verilog,

Display adeptness in pro
addressing modes for various tasks.
Demonstrate skills in
interfacing with converters, motors, and displays.

PART A: Programs using VERILOG
1. Review of the diflerent I
2.Familiarity with state of
d) Counter, e)Shift-Registe ah_book.
3. Design a BCD adder.
4. Design an Adder/Subtracter composite unit
5. Design a carryJook ahead Adder
6. Design a ripple counter and carry-look ahead counter.
7. Design ALU and 4-bit processor

PART B: mi ocessor Trainer Kit
8. Simple ex 5 instruction set. To understand the use of
various in ad
9. Interfacing and programming of 8255
10. Interfacing and programming of 8254.
I l. Interfacing and programmin g of 8279.

PART C: 8051 Programming
12. Simple programming examples using g05r Microcontroller
13. ND andD/A converter interface
14. Stepper motor interface

ql Board of Studies in CSE

DePt. of ComPuter Science &
Coilegc of Engg., O.U.,HYde



Faculty of Engineering, O.U. BE CSE(A' w.E.F. 2024-2025

PC453AI R WORKSHOP

Prerequisites L T P C
0 0 ) 3

Evaluation CIE | 25 Marks SEE 50 Marks

Course Obiectives
I Develop proficiency in R programming fundamentals, from installation and comments to

variables, data types, and basic output.
) Gain command over R's flow control constructs, including if-else statements, loops, and

functions
J Leam to work with diverse data structures such as strings, vectors, matrices, lists, arrays, data

frames, and factors in R
4 Acquire skills to create various data visualizations in R" including bar plots, histograms, pie

charts, box plots. and strip charts
f, Learn how to read/write data, perform data analysis tasks, calculate statistics, and work with

univariate, bivariate, and multivariate graphs

Course Outcomes
On completion of this course, the student will be able to
cor Attain the ability to comfortably navigate and utilize R, covering essential concepts and

programm ing constructs
col Demonstrate the capability to write efficient code using R's control structures and functions for

effective orobl em-solvin s
c03 Show competence in representing and manipulating data using various R data structures,

preparing for more complex analyses.

co4 Showcase proficiency in creating informative data visualizations, allowing effective
communication of insishts from various tyoes of data

cos Develop the expertise to manipulate, analyze, and visualize dat4 enabling effective decision-
makine in diverse scenarios

l. Installation of R - studio
2. Getting started with R

a. R comments

b. R variables and constants
c. R datatypes
d. Print output
e. R numbers

3. R flow control
a. R Boolean expression
b. R if ... else

c. R while loop
d. R for loop
e. R break and next
f. R repeat loop
g. R function

4. R Data structures
a. R Strings

b. R Vectors
c. R Matrix
d. R List

q>
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5.

e. R Anays
f. R Data Frame
g. RFactor
R Data Visualization
a. R Bar plot
b. R Histogram
c. R Pie chart
d. RBox plot
e. R Strip chart
f. R Plot Function
g. R Save Plot
h. Color in R
R Data Manipulation
a. RRead and Write CSV
b. R Read and Write xlsx
c. R Dataset

d. R min 0 and max 0
e. R mean, median and mode
f. R Percentile
R Program for univariate graphs
a. Categorical
b. Quantitative
R Program for bivariate graphsarts

a. Categorical Vs Categorical
b. Quantitative Vs Quantitative
c. Categorical Vs Quantitative
R Program for multivariate graphs

6.

7.

8.

9.

a. Grouping
10. R Program for maps

a. Dot density maps
b. Choropleth maps

I l. R program for time dependent graphs
a. Time series

b. Dumbbell charts
c. Slope graphs

d. Area charts.
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